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Abstract

In light of recent advances in large language models (LLMs), the expectations for the

next generation of virtual assistants include enhanced naturalness and adaptability ContaxlAPD

Response Style

across diverse usage scenarios. : :
: : “What time?" E
However, the creation of high-quality annotated data for TaskOriented Dialog (TOD) is : E "_"Sure,Whenwoudvou"ketoschedule'n'{" (v
recognized to be slow and costly. To address these challenges, we introduce Task- i ' | i i e
Oriented Automatic Dialogs (TOAD), a novel and scalable TOD dataset along with its l\ !
automatic generation pipeline. The TOAD dataset simulates realistic app context B
D

interaction and provide a variety of system response style options. Two aspects of
system response styles are considered, verbosity level and users' expression mirroring.

"| want to schedule an event with the same name as my 8 pm alarm."

O O
"Sure, when would you like to schedule it?" [=U=)

| "I'd like to schedule the event at 2:30 PM, please."

We benchmark TOAD on two response generation tasks, and the results show that
modeling more verbose responses or responses without user expression mirroring IS
more challenging.

Methods

Data Generation Pipeline Overview

Stage 1: Persona-Grounded Context Generation
« Synthetic name, age, gender, personality.
« Synthetic occupation, marital status and hobbies.
« Synthetic personal app context instances, such as
calendar, massager, reminders and music.

Stage 2: Schema-Guided Plot Generation

« Schema: TOAD supports 11 services, such as calendar,

alarms, music, hotel booking and weather checking.

Each service includes multiple operation intents such

as create, check, delete and modify.

Plot Representation: TOAD employs code-like meaning
representations for the dialog plot. This is because 1)
they can easily be automatically composed, and 2)
LLM can understand the code-like syntax well.
Context Interaction: TOAD simulates complex
Interactions with the app context. For example,
creating a calendar event, sending message about a
reminder information.

Stage 3: Dialog Generator

/ User Device Context \
Meta info:
- Persona: Name, gender, culture background,
occupations...

Output example:
today: 'Sun 2025-02-23',

contacts: [{'relationship’: 'Friend', 'full_name': 'Luis

Plot Generator

Meta info:
- Schema: {service_name: calendar_events,

intent_operations: {name: create,

required_slots: [date, start_time, duration],

optional_slots: [attendees, name, location] ...}
- Phenomena: Regular

Morales'}...], . Output example:

calendar_events: [{'name': 'Maintenance', 'attendees': User: calendar_event_create(start_time="18:30",

['Laura Miller', 'Jason Brown'], 'date’: 'Mon 2025-02-24', duration="2 hours", name="soccer game")

'start_time": '08:00', 'duration": '8 hours'}...], System: request_information(date)

messages: [{'contacts": ['Luis Morales'], 'text’: "Hey User: inform_information(date="Tue 2025-02-25")

Emily! I heard about this new art exhibition happening System: notify_done(calendar_event_create(date="Tue

downtown. It seems right up your alley..."}] 2025-02-25", start_time="18:30", duration="2 hours",
\ / name="soccer game"))

Dialog Generator

Meta info:
- Persona: User speech habit.

- Response style: Verbosity level and mirroring
expression.

Output example:
User: Can you schedule a soccer game for me

starting at 18:30 and lasting for 2 hours?

System: When should it be?

User: On Tuesday, the day after tomorrow.
System: I have scheduled the soccer game for you
on Tuesday, the 25th of February, 2025 starting at
18:30 and lasting for 2 hours.

Figure 2: Overview of the TOAD Automatic Generation Pipeline 1in 3 Steps: (1) Persona-grounded user device
context generation, (11) Action plot generation, and (111) Dialog utterance realization.

Plot Construction

Dialog plot is composed based on slot-filling
strategy. Throughout the conversation, the
goal for the system is trying to inquire the
slot information for the target operation

inten, e.g. hotel booking.

[ User: Initial query ]

TOAD Dataset Stats

MultiWoZ PRSTO ABCD SGD STAR TOAD
Number of dialogs 8,438 05,671 8,034 16,142 5,820 8,087
Number of services 7 34 30 16 13 11
Total number of turns 115,434 177,407 329964 127,833 37,678
Average tokens / turn 13.1 9.0 9.1 11.2 11.2 10.6
Context app interaction X v X X X ve
Response style control X X X X X v
Highly automatic X X X X X v

Table 1: Comparison of our TOAD dataset to other existing TOD datasets.

TOAD employs LLM to alternatively simulate user and Necessarytotsf"ed? «
system roles. For each system turn, TOAD generates 6 '
response options with distinct styles. N°\

« Verbosity: Usually, a clear and concise communication Seamh'query? Sys: request_information()

Dialog Phenomena

\ Dialog Phenomena: TOAD simulates 4 complex
conversation phenomena, compound, compositional,

Yes

Is preferred for efficient delivery. However, in some | er intom_information() | ,
. . L . self-correction and complex referral.
scenario, a higher verbosity is preferred to provide No YeS\
comprehensive explanations and avoid ambiguity, e.q. - Y ~ Phenomena _ Actions Utterance
.« e . . Opti | Sys: i ) .
driving or no screen is available. g | ] Compound L e Sracoe 1 tmecreree P e oy SO0 PV Al ot o e
. . . f . . Usr: confirm() hotel_booking_search_hotel(location="Las Vegas") find a hotel in Las Vegas?
M I r rO rl n g : CO pyl n g u Se r S eX p reSS I O n IS g e n e ra | |y a ~ < - ~ Compositional weather_get_weather(date=get_calendar_events( What’s the weather like on the day of my Art
favora ble Strategy for a natu ral COnversatiOn . HOWGVGI", l (Optional) name="Art Class”).calendar_events_check(date).date) Class event?

mirroring maybe inappropriate in some cases, for
example, emotional, biased or nonfactual user

Usr: request_information_for()
Sys: inform_result()

[Sys: notify_done()]
\ J

get_movie_time(movie_name="Fast & Furious Presents:
Hobbs & Shaw”, location="Miami"”).self_correction(
location="Houston")

Self-correction

Could you find the showtimes for Fast & Furious
Presents: Hobbs & Shaw in Miami? Actually,
make that Houston instead.

Complex referral get_alarms(ordered_by="time"”, index=0).check(time)

What's the time for my earliest alarm?

Figure 3: Plot construction for single intent dialog based
on slot-filling strategy.

Table 2: Dialog Phenomena Examples. Actionns and utterance for initial query examples, For multi-intent
phenomena, compound and compositional, we concate service name as prefix to the intent actions.

expressions.

Conclusions

Results

Act to Text DH+Act to Text In conclusion, our study explores the naturalness and
NLG benChmarkS Model Test Zero-shot Test Test Zero-shot Test .
We establishes benchmarks for B R M B R M B R M B R M adaptiveness of system responses for the next
e eStaplisnes bencnmarks 10r . . . . .
. FlanT5-250m 44.8 61.8 650 284 515 551 542 672 694 383 553 593 generation of TOD virtual assistants. We introduce TOAD,
response generahon Setups: FlanT5-3b 45.5 624 65.6 342 543 56.9 528 67.5 709 419 359.2 64.0 . . .
. FlanT5-11b  43.0 609 642 359 578 608 549 689 720 447 592 633 a dataset designed to train TOD systems for diverse
- Plot action to utterance Llama2-7b 414 61.1 635 313 522 540 482 629 651 406 546 61.5 . . . ..
Llama2-13b 414 59.6 648 348 555 575 494 640 687 427 560 620 verbosity levels, mirroring styles, and realistic app

« Plot action+dialog history to
utterance

context interactions. Additionally, we present a cost-
effective and scalable automatic data generation
pipeline as a practical alternative to traditional human
annotations. By addressing those critical gaps, we aim for
TOAD to inspire future exploration in modeling and
analyzing system response styles.

Table 3: Results for two benchmarks, Action to utterance and Dialog History (DH)+Action to utterance, reported in
BLEU(B), Rouge-L(R) and Meteor(M) scores. All models are fine-tuned on the train set and evaluated on test and
zero-shot test sets.

Experiments show that

« Dialog history can generally improve the generation performance.
« Responses with mirroring styles are easier to learn.

« More verbose responses are harder to learn.
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